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The Ising model

We consider the Ising model defined on the n-dim. hypercube C, := {—1, +1}".

Energy is given by the Hamiltonian
—H(x) = (x, Ix) + (h, x),

where J is the interaction matrix and h the external field.
The Gibbs measure is

p(x) = Ziﬁ exp(—BH(x)).
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Glauber Dynamics (GLD)

Markov chain (X¢)e>o with Law (X:) =% .
@ Start from a configuration x = (xq, ..., Xn).
@ Repeat the following at each step

@ pick a coordinate i € [n] uniformly at random,
@ update (X:);i according to w|(X¢)jxi-

GLD has an associated reversible transition kernel Pg p.
The mixing time is defined as

tmix(€) :=min {t > 0: Vx € Cy [|PEp(x,-) — ulTv < €}
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Spectral gap and Poincaré inequality

Consider the eigenvalues of Pgip: 1 =MX;1 > Ao > -+ > A, > —1. The spectral
gap is defined as
gap::>\1—>\2:1—>\2.

w02 ) ()]

Fix ¢ : C, = R. For GLD, having gap is equivalent to satisfy a Poincaré
inequality:

It holds:

Var, () < Cp(r)Eu(w),
where

Eul0) =5 32 (0) — 0(1) ) Paio(x. ),

x,y€Cp

Var,(p) = /w2du— (/ wdu)2 -
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Stochastic Localization and two questions
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ldea of Stochastic Localization (SL)

SL is a measure-valued process constructed by Eldan in 2013.

Start from a measure on C, (or R") of the form d’gix) = exp(—w(x)).
Perturb it by a Gaussian tilt

exp (—w(x)) exp ({x,d) —s|x]3).

w must be "nice”, for instance convex or quadratic.
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SL definition

Fix uw on C,. Let (Bt)t>0 be a standard Brownian motion in R”.
SL is a process of the form 1 = F;1, where F; is the solution of

dFi(x) = (x —a, CxdBy),  Fo(x) =1,
@ a; is the barycenter:

ar = /Xdp,t(x),

o C; is the driving matrix: encodes constraints on the system.
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Role of a;

a¢ allows u; to be a probability measure. In fact:

d/p,t(x)dx =d / Fr(x)u(x)dx = </th(X)u(x)dx — ag, CtdBt> =0.
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SL is a Gaussian tilt

Apply It6's formula:

1
dlogFe = (x —ar, CdBe) — 5[|Ce(x —ar)3dt.

We get:

pe(x) = exp (/O (x —as, CsdBs) — %/O [Cs(x — aS)H%d5>
oc exp (—(x, Qex) + (Le, X)) p(x),

where
@ L, is some adapted process in R”,

t . .
e Q: =3 [, C2ds is a matrix-valued process.

Can we localize p with a non-Gaussian tilt?
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Poincaré inequality via SL

Let T be a suitable stopping time. Suppose we are able to prove

Vary, (¢) < Ce(pr)Eyu, (9).

Let M, := [, @du;. Then

Varu(p) = E[[M];] +E[Vary,(¢)].

Suppose [M]; =0 a.s. Then

Var, () = ElVar,,, (9)] < Co(ir)EIE,, ()] < ColurE[E4(9)]
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Eldan-Koehler-Zeitouni work: role of C;

Consider p(x) o< exp({x, Jx)). C¢ encodes two constraints
@ E, [¢] constant in time = Var,, () is a martingale.
Q@ J. = J— [, C2ds decreasing, if rank(J;) > 2.

Define 7 = min{t : rank(J;) = 1}. SL decomposes p into a mixture of measures
of the form

Wy, (x) o< exp ((u, x)? + (v, x)).
It holds:
Q |lull® = [[Jtllop < [[llop
Q@ Cr(wuy) < (1—2[ul3)™
If [ Jllop< 3 = Cpw) < (1 —2[[Jllop) "

What happens if J is a fourth-order tensor?
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Naive answers
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About fourth-order tensors

o T € (RM)%*
@ T : Hom(R”,R") — Hom(R”,R"). "n? x n?> matrix"

o T symmetric: Tj jpisin = 1i

(1), (2 io(3).loa) TOT @NY permutation o.

@ Injective norm: ||T|inj= SUpxes1|T (X, X, X, X)|.
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Nailve approach

Let T € (R")®*. Consider v(x) oc exp(T(x)) on C,,.
Define the following version of SL: vy = Fyv, where F; solves

dFe(x) = (x¥% — a¢, MedWe)ps,  Fo(x) =1,

with
ar = /X®2dUt(X),

and where W; is a Dyson Brownian motion, and M; is a fourth-order tensor
operating on matrices.
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Problems

Apply It6's formula:
t 1 t
) = o0 [0~ ac s = 5 [ = a0 s ) o)

1 t
o exp (<x®2, (T - 5/0 M?ds) x®2> + <Lt'X®2>HS) ,
HS

t
Ly = / (MydWs — M2asds) .
0

where

Problems:
Q (Lt x¥2), ¢ is not linear in x. Spectral gap can deteriorate.

@ Wetreat T as a matrix = T — % Ot M2ds collapses to a rank 1 matrix.

Arianna Piana Weizmann Institute February 25, 2025 17 /29



Tensor Stochastic Localization
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Solution to problem 1

Problem: L; = fot (MsdWs — M2asds) not linear in x.
Solution: eliminate it. How?

@ Remove barycenter. Choose v; such that L; is arbitrarily small.
@ Encode in M; a new constraint to fix f 1dve

= M; encodes mass preservation and variance martingale.
dFe(x) = (x®2 — v, C,dWins,  Fo(x) =1,

with ur = F;u and where
@ (; is a 4-tensor operating on matrices such that C,dW; is a matrix.

@ v; satisfies:
Proposition 3 adapted drift process v? € Mat(R",R"), st if X? satisfies

dX® = CedW, — C2V0dt, X =0,

then sup || X?|[us < 6 a.s.
t>0
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Solution to problem 2

Define
1 t
Te=T — §/ C2ds and 7 =inf{t >0:rank(T;) < 2}.
0

We can decompose the measure

p(x) = Elur]
x E[exp((x®? @ x¥?, My @ My + Mr @ Ma)ps)]
= Elexp({x, M1x)? + (x, Max)?)]

with [[Mi[3p, | M2lIZe< 1T llin;.

Arianna Piana Weizmann Institute February 25, 2025 20/29



Decomposition of the measure u(x) o< exp(T (x))

exp (T(x))

exp ((x, M1x)2)  exp ({(x, Max)?)

exp(((vl,x)2+(vz,x)2) (x,Mp()) exp((x,MQ)() ((v3,x)2+(V4,x>2)>

/N

eXD(((V1YX>2+<V2vX>2) ((ur, %)% + <U2YX>2)) exp(((u3,x)2+ (ug, x)?) ((v3,x)2+<v4,x)2))

Arianna Piana Weizmann Institute February 25, 2025 21/29



Decomposition theorem

Let ¢ : C,, — R test function, let u oc exp(T(x)). Then, 3 decomposition
IJJZ/ML‘;,V,W,NI(dU:d\_/vdW, de),

where T = {uy, iz, u3, s}, V={vi, vo, v3, va}, and w = {wy, wa}, with

ui, vi, wj,£ € R" for i € [4] and j = 1,2, and pgv.we are probability measures

2

Wa,7,m,0(X) o< exp Z<U/ x)%( 2+ Z Ui, x)2(vj, x)? + Z x, wi)? 4 (€, x)

ij=1 ij=3 i=1

Properties:

o Forie 4] [luill3, [Ivil3 < 24/ITMlinj. Iwill3 < 4nlIT [liny-
e Variance decomposition: Var,(p) = [Vary,,,,(¢)n(dd, dv, dw, d¢).

Arianna Piana Weizmann Institute February 25, 2025 22/29



Spectral gap for tensor Ising model

Theorem Let wu be a measure on C,, given by u(x) o< exp(T(x)). Assume
ITlin< 3355~ Then
<

1 —336n||T [liny

Corollary T has independent N'(0, n=3) off-diagonal entries and 0 everywhere

else. Let p be a measure on C, given by u(x) o< exp(BT (x)). If B < ts505e5
then

Cr(w)

1

e
CP(W) = T 17055680
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Another approach
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Trick: Normalized variance

Let v be an unormalized measure. Consider normalized variance

2
Var, (o) = B, [v?] - S

Define 7 = . [1] Then

e Var,(p) = E,[1]Vars (o).
o If Cp(P) < c0. Then, Vo :Cp - R

Var, (¢) < Ce(P)E,[1]E:(¢) = Cp(D)Eu ().
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Adjustments to TSL

We allow E,, [1] to vary.

. E, . . -
= (C; has one constraint: E—% is constant. This allows to preserve Var,,.
vt

exp (T(x))

exp ( (x, Mx) (x, Mx)  + (x,Rx))

exp ( (x, I\/Ix) (v, x)2  + (XRX))

exp (- (u.x)? <v,.><>2 + (X:,Rx>)

\

exp ( (u,.x>2 (v,.x)2 +  (x, w)2+ (£ x))
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Decomposition theorem bis

Let ¢ : C, — R and p oc exp(T(x)). Then, ¥ > 0, 3 decomposition

b= [ Bosomean(du. dv.dw,de.¢),

where with u, v, w,£ € R" and ¢ : C, = R, and @y, w.ew 1S @ NON-negative
measure of the form

B (X) oc exp ((u, x)2(v, x)% + (x, w)? + (£, x) + P(x)) .

Properties:

o [[ull3. IVIE < 24/ITlinj. W3 < 4nlIT [lin;.

@ max|yY(x)| <é.
X€ECy

@ Variance decomposition:
Varu(p) < [Vary,, ... (@)n(du, dv,dw, d¢, dg) + 6.
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Spectral gap for tensor Ising model bis

Theorem Let wu be a measure on C,, given by u(x) o< exp(T(x)). Assume
ITllin< 555 Then

1
C < —m.
") S T sen Ty
Corollary T has independent N(0, n=3) off-diagonal entries and 0 everywhere
else. Let u be a measure on C, given by u(x) o exp(BT (x)). If B < 552555, then

~

o) < ———
P(K) < T=7500 0058
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Thank you!
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