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Differential and Shannon entropies

The differential entropy of an Rd -valued random vector X with density f is
defined as

h(X ) = −
∫
Rd

f (x) log f (x)dx ,

if the integral exists.

Let A be a discrete (finite or countable) set and let X be a random variable
supported on A with probability mass function (p.m.f.) p on A.
The Shannon entropy of X is

H(X ) = −
∑
x∈A

p(x) log p(x).

The Shannon entropy → uncertainty or ”surprise” of a random variable X .
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The Entropy Power Inequality (EPI)

The Entropy Power Inequality (EPI) plays a central role in information theory.

It goes back to Shannon and was first proven in full generality by Stam.

Definition (Entropy power)

The entropy power of a random variable X in Rd is defined as follows

N(X ) :=
1

2πe
e

2h(X )
d .

Theorem (Shannon-Stam, ’59)

Let X ,Y be independent random variables with densities in Rd . Then,

N(X + Y ) ≥ N(X ) + N(Y ). (1)

If X1,X2 are identically distributed (1) can be rewritten as

h(X1 + X2) ≥ h(X1) +
d

2
log 2.
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A generalisation of the Entropy Power Inequality

Let us first recall a generalisation of the classical (EPI) due to Artstein, Ball,
Barthe and Naor which states the following:

Theorem (Artstein, Ball, Barthe and Naor, ’04)

Let X1, . . . ,Xn be i.i.d. continuous random variables.

h
( 1√

n + 1

n+1∑
i=1

Xi

)
≥ h

( 1√
n

n∑
i=1

Xi

)
,

which by the scaling property of differential entropy(
h(λX ) = h(X ) + d log(λ)

)
is equivalent to

h
(n+1∑

i=1

Xi

)
≥ h

( n∑
i=1

Xi

)
+

d

2
log
(n + 1

n

)
.

What about Shannon discrete entropies?
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A conjecture of Tao
Unlike for continuous differential entropies,

H(X1 + X2) ≥ H(X1) +
1

2
log 2,

fails in general.
Indeed, if one takes X1 ∼ δa then one would get H(δ2a) = 0 ≥ 1

2
log 2, which is

false.
However, Tao has proved the following discrete version of EPI:

H(X1 + X2) ≥ H(X1) +
1

2
log(2)− o(1),

where the o(1)-term tends to zero as H(X1) tends to infinity.

Conjecture (Tao, ’10)

Let X1,X2 . . . ,Xn i.i.d. random variables taking values in a finite subset of Zd .
For any n ≥ 1,

H(X1 + . . .+ Xn+1) ≥ H(X1 + . . .+ Xn) +
1

2
log
(n + 1

n

)
− o(1)

as H(X1)→∞.
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An answer of Gavalakis for log-concave random variables on Z
Log-concave distributons

Definition

A random variable X on Z is said to be log-concave if its p.m.f. p satisfies,

p2(n) ≥ p(n + 1)p(n − 1) for all n ∈ Z.

This class includes many important family of distributions : Bernoulli,
Geometric distribution, Poisson, Binomial, Discrete uniform distribution ...

Theorem (Gavalakis ’23)

Let X1, . . . ,Xn be i.i.d. log-concave random variables on Z. Then

H

(
n+1∑
i=1

Xi

)
≥ H

(
n∑

i=1

Xi

)
+

1

2
log
(n + 1

n

)
− o(1),

as H(X1)→∞.

Question adressed in this talk: can we extend these results to Zd ?
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Log-concavity in Zd

In dimension d > 1, it is not obvious what the suitable definition of
log-concavity should be !

Definition (Murota)

A function f : Zd → R ∪ {+∞} is said to be convex-extensible if there exists a
convex function f̄ : Rd → R ∪ {+∞} such that

f̄ (z) = f (z) (∀z ∈ Zd) .

Based on the above, the definition of log-concavity that we have used:

Definition

A function f : Zd → R ∪ {+∞} is said to be log-concave extensible if

f (z) = e−V (z)

where V : Zd → R ∪ {+∞} is convex-extensible .

This definition coincides with the usual log-concavity in one dimension.
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From a Theorem of approximation of entropies to our final result

Theorem ( Monotonicity of discrete entropy for log-concave random
variables on Zd)

Let X1, . . . ,Xn be i.i.d. random vectors on Zd such that the sums X1 + · · ·+ Xn

and X1 + · · ·+ Xn+1 are log-concave with *almost isotropic extension.

Then

H(X1 + · · ·+ Xn+1) ≥ H(X1 + · · ·+ Xn) +
d

2
log
(n + 1

n

)
− o(1)

as H(X1)→∞. We have also obtained an explicit rate of convergence o(1).

Theorem (Approximation of entropies)

Let X1, . . . ,Xn be i.i.d. random vectors on Zd such that their sum
X1 + · · ·+ Xn is log-concave with *almost isotropic extension.Then

h(X1 + · · ·+ Xn + U1 + · · ·+ Un) = H(X1 + · · ·+ Xn) + o(1),

where o(1)→ 0 as H(X1)→∞ and U1, . . . ,Un are independent continuous
uniforms on [0, 1]d . In fact, we have also the rate of convergence o(1) .
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From a Theorem of approximation of entropies to our final result

Proof.

By the scaling property of the generalisation of continuous EPI one has

h
(n+1∑

i=1

Xi + Ui

)
≥ h

( n∑
i=1

Xi + Ui

)
+

d

2
log
(n + 1

n

)

and by Theorem of approximation of entropies applied to the differential
entropies on both sides

H
(n+1∑

i=1

Xi

)
+ o(1) ≥ H

( n∑
i=1

Xi

)
+ o(1) +

d

2
log
(n + 1

n

)
,

as H(X1)→∞ and the result follows. �

Then, it suffices to prove the Theorem of approximation of entropies.
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A discrete analogue upper bound on the isotropic constant for log-concave
functions

Notion of isotropicity and some definitions in the continuous setting

The upper bound will be an essential step for the proof of the approximation
Theorem and may be of independent interest.

The isotropic constant of a function f : Rd → R+ is defined by

Lf :=
( supRd f∫

Rd f

) 1
d
det(Cov(f ))

1
2d ,

where Cov(f ) is the inertia or covariance matrix defined, for 1 ≤ i , j ≤ d , by

[Cov(f )]ij :=

∫
Rd xixj f (x)dx∫

Rd f (x)dx
−
∫
Rd xi f (x)dx

∫
Rd xj f (x)dx(∫

Rd f (x)dx
)2 .

• f is isotropic if Cov(f ) = σ2Id , for some σ > 0 ,

• K be a convex body in Rd : Cov(K) := Cov(1K ), LK := L1K ,

• K isotropic if 1K is isotropic.
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Notion of isotropicity and some definitions in the continuous setting

The upper bound will be an essential step for the proof of the approximation
Theorem and may be of independent interest.

The isotropic constant of a function f : Rd → R+ is defined by

Lf :=
( supRd f∫

Rd f

) 1
d
det(Cov(f ))

1
2d ,

where Cov(f ) is the inertia or covariance matrix defined, for 1 ≤ i , j ≤ d , by

[Cov(f )]ij :=

∫
Rd xixj f (x)dx∫

Rd f (x)dx
−
∫
Rd xi f (x)dx

∫
Rd xj f (x)dx(∫

Rd f (x)dx
)2 .

• f is isotropic if Cov(f ) = σ2Id , for some σ > 0 ,

• K be a convex body in Rd : Cov(K) := Cov(1K ), LK := L1K ,

• K isotropic if 1K is isotropic.



Introduction and motivation From a Theorem of approximation of entropies to our final result A discrete analogue upper bound on the isotropic constant for log-concave functions Proof ideas for the Theorem of approximation of entropies An open problem/ Work in progress

A discrete analogue upper bound on the isotropic constant for log-concave
functions

Notion of isotropicity and some definitions in the continuous setting

The upper bound will be an essential step for the proof of the approximation
Theorem and may be of independent interest.

The isotropic constant of a function f : Rd → R+ is defined by

Lf :=
( supRd f∫

Rd f

) 1
d
det(Cov(f ))

1
2d ,

where Cov(f ) is the inertia or covariance matrix defined, for 1 ≤ i , j ≤ d , by

[Cov(f )]ij :=

∫
Rd xixj f (x)dx∫

Rd f (x)dx
−
∫
Rd xi f (x)dx

∫
Rd xj f (x)dx(∫

Rd f (x)dx
)2 .

• f is isotropic if Cov(f ) = σ2Id , for some σ > 0 ,

• K be a convex body in Rd : Cov(K) := Cov(1K ), LK := L1K ,

• K isotropic if 1K is isotropic.



Introduction and motivation From a Theorem of approximation of entropies to our final result A discrete analogue upper bound on the isotropic constant for log-concave functions Proof ideas for the Theorem of approximation of entropies An open problem/ Work in progress

A discrete analogue upper bound on the isotropic constant for log-concave
functions

Notion of isotropicity and some definitions in the continuous setting

The upper bound will be an essential step for the proof of the approximation
Theorem and may be of independent interest.

The isotropic constant of a function f : Rd → R+ is defined by

Lf :=
( supRd f∫

Rd f

) 1
d
det(Cov(f ))

1
2d ,

where Cov(f ) is the inertia or covariance matrix defined, for 1 ≤ i , j ≤ d , by

[Cov(f )]ij :=

∫
Rd xixj f (x)dx∫

Rd f (x)dx
−
∫
Rd xi f (x)dx

∫
Rd xj f (x)dx(∫

Rd f (x)dx
)2 .

• f is isotropic if Cov(f ) = σ2Id , for some σ > 0 ,

• K be a convex body in Rd : Cov(K) := Cov(1K ), LK := L1K ,

• K isotropic if 1K is isotropic.



Introduction and motivation From a Theorem of approximation of entropies to our final result A discrete analogue upper bound on the isotropic constant for log-concave functions Proof ideas for the Theorem of approximation of entropies An open problem/ Work in progress

A discrete analogue upper bound on the isotropic constant for log-concave
functions

Notion of isotropicity and some definitions in the continuous setting

The upper bound will be an essential step for the proof of the approximation
Theorem and may be of independent interest.

The isotropic constant of a function f : Rd → R+ is defined by

Lf :=
( supRd f∫

Rd f

) 1
d
det(Cov(f ))

1
2d ,

where Cov(f ) is the inertia or covariance matrix defined, for 1 ≤ i , j ≤ d , by

[Cov(f )]ij :=

∫
Rd xixj f (x)dx∫

Rd f (x)dx
−
∫
Rd xi f (x)dx

∫
Rd xj f (x)dx(∫

Rd f (x)dx
)2 .

• f is isotropic if Cov(f ) = σ2Id , for some σ > 0 ,

• K be a convex body in Rd : Cov(K) := Cov(1K ), LK := L1K ,

• K isotropic if 1K is isotropic.



Introduction and motivation From a Theorem of approximation of entropies to our final result A discrete analogue upper bound on the isotropic constant for log-concave functions Proof ideas for the Theorem of approximation of entropies An open problem/ Work in progress

A discrete analogue upper bound on the isotropic constant for log-concave
functions

Notion of isotropicity and some definitions in the continuous setting

The upper bound will be an essential step for the proof of the approximation
Theorem and may be of independent interest.

The isotropic constant of a function f : Rd → R+ is defined by

Lf :=
( supRd f∫

Rd f

) 1
d
det(Cov(f ))

1
2d ,

where Cov(f ) is the inertia or covariance matrix defined, for 1 ≤ i , j ≤ d , by

[Cov(f )]ij :=

∫
Rd xixj f (x)dx∫

Rd f (x)dx
−
∫
Rd xi f (x)dx

∫
Rd xj f (x)dx(∫

Rd f (x)dx
)2 .

• f is isotropic if Cov(f ) = σ2Id , for some σ > 0 ,

• K be a convex body in Rd : Cov(K) := Cov(1K ), LK := L1K ,

• K isotropic if 1K is isotropic.



Introduction and motivation From a Theorem of approximation of entropies to our final result A discrete analogue upper bound on the isotropic constant for log-concave functions Proof ideas for the Theorem of approximation of entropies An open problem/ Work in progress

A discrete analogue upper bound on the isotropic constant for log-concave
functions

Notion of isotropicity and some definitions in the continuous setting

The upper bound will be an essential step for the proof of the approximation
Theorem and may be of independent interest.

The isotropic constant of a function f : Rd → R+ is defined by

Lf :=
( supRd f∫

Rd f

) 1
d
det(Cov(f ))

1
2d ,

where Cov(f ) is the inertia or covariance matrix defined, for 1 ≤ i , j ≤ d , by

[Cov(f )]ij :=

∫
Rd xixj f (x)dx∫

Rd f (x)dx
−
∫
Rd xi f (x)dx

∫
Rd xj f (x)dx(∫

Rd f (x)dx
)2 .

• f is isotropic if Cov(f ) = σ2Id , for some σ > 0 ,

• K be a convex body in Rd : Cov(K) := Cov(1K ), LK := L1K ,

• K isotropic if 1K is isotropic.



Introduction and motivation From a Theorem of approximation of entropies to our final result A discrete analogue upper bound on the isotropic constant for log-concave functions Proof ideas for the Theorem of approximation of entropies An open problem/ Work in progress

A discrete analogue upper bound on the isotropic constant for log-concave
functions

Notion of isotropicity in the discrete setting and almost isotropicity

In the discrete setting p : Zd → R+, we define the covariance matrix Cov(p) by

[Cov(p)]ij :=

∑
k∈Zd kikjp(k)∑

k p(k)
−
∑

k∈Zd kip(k)
∑

k∈Zd kjp(k)(∑
k∈Zd p(k)

)2 .

Definition

A family {fσ}σ∈R+ of non-negative functions on Rd is almost isotropic if, as
σ →∞,

Cov(fσ)i,j = σ2 + O(σ) for i = j ,

= O(σ) for i 6= j .
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A discrete analogue upper bound on the isotropic constant for log-concave
functions

Theorem

Suppose p is a log-concave p.m.f. on Zd with almost isotropic extension and
covariance matrix Cov(p).

Then there exists a constant C ′d depending on the
dimension only, such that

max
k∈Zd

p(k) ≤ C ′d

det
(
CovZd (p)

) 1
2

provided that det
(
CovZd (p)

)
is large enough depending on d.

Generalization to Zd of the following result:

Theorem (Bobkov-Marsiglietti-Melbourne, ’21)

If a random variable X follows a discrete log-concave p.m.f. f on Z, then

max
k∈Z

p(k) ≤ 1√
1 + 4σ2

, σ2 = Var(X ).
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A discrete analogue upper bound on the isotropic constant for log-concave
functions

A small détour: the slicing conjecture

Slicing conjecture: there exists a universal constant c > 0 such that, for any
dimension d and for any convex body K in isotropic position in Rd and any
direction θ ∈ Sd−1, one has |K ∩ θ⊥|d−1 ≥ c.

Slicing conjecture for log-concave measures : there exists a universal
constant C such that for any dimension d and for any log-concave integrable
function f : Rd → [0,∞) one has Lf ≤ C .

Best known constant by a recent result of Klartag:

Lf ≤ C
√

log d .
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A discrete analogue upper bound on the isotropic constant for log-concave
functions

Approximations for the integral, mean and covariance discretely

Let us prove a discrete analogue of the upper bound on the isotropic constant
for log-concave functions in the simplest case where f is isotropic log-concave .

To do so, we must be able to approximate the integral, mean and covariance
discretely. We obtain the following results; for this, we will need to use the
Keith Ball’s bodies as well as concentration results.

∣∣∣∫
Rd

f −
∑
Zd

f
∣∣∣ = od(1), as σ →∞,

∣∣∣∫
Rd

xf −
∑
k∈Zd

kf (k)
∣∣∣ = Od(1), as σ →∞,

∣∣∣det
(
CovZd (f )

)
− det

(
CovRd (f )

)∣∣∣ = Od(σ2d−2), as σ →∞.

Just for a moment, let’s admit these approximations ...



Introduction and motivation From a Theorem of approximation of entropies to our final result A discrete analogue upper bound on the isotropic constant for log-concave functions Proof ideas for the Theorem of approximation of entropies An open problem/ Work in progress

A discrete analogue upper bound on the isotropic constant for log-concave
functions

Approximations for the integral, mean and covariance discretely

Let us prove a discrete analogue of the upper bound on the isotropic constant
for log-concave functions in the simplest case where f is isotropic log-concave .
To do so, we must be able to approximate the integral, mean and covariance
discretely. We obtain the following results; for this, we will need to use the
Keith Ball’s bodies as well as concentration results.

∣∣∣∫
Rd

f −
∑
Zd

f
∣∣∣ = od(1), as σ →∞,

∣∣∣∫
Rd

xf −
∑
k∈Zd

kf (k)
∣∣∣ = Od(1), as σ →∞,

∣∣∣det
(
CovZd (f )

)
− det

(
CovRd (f )

)∣∣∣ = Od(σ2d−2), as σ →∞.

Just for a moment, let’s admit these approximations ...



Introduction and motivation From a Theorem of approximation of entropies to our final result A discrete analogue upper bound on the isotropic constant for log-concave functions Proof ideas for the Theorem of approximation of entropies An open problem/ Work in progress

A discrete analogue upper bound on the isotropic constant for log-concave
functions

Approximations for the integral, mean and covariance discretely

Let us prove a discrete analogue of the upper bound on the isotropic constant
for log-concave functions in the simplest case where f is isotropic log-concave .
To do so, we must be able to approximate the integral, mean and covariance
discretely. We obtain the following results; for this, we will need to use the
Keith Ball’s bodies as well as concentration results.

∣∣∣∫
Rd

f −
∑
Zd

f
∣∣∣ = od(1), as σ →∞,

∣∣∣∫
Rd

xf −
∑
k∈Zd

kf (k)
∣∣∣ = Od(1), as σ →∞,

∣∣∣det
(
CovZd (f )

)
− det

(
CovRd (f )

)∣∣∣ = Od(σ2d−2), as σ →∞.

Just for a moment, let’s admit these approximations ...



Introduction and motivation From a Theorem of approximation of entropies to our final result A discrete analogue upper bound on the isotropic constant for log-concave functions Proof ideas for the Theorem of approximation of entropies An open problem/ Work in progress

A discrete analogue upper bound on the isotropic constant for log-concave
functions

Approximations for the integral, mean and covariance discretely

Let us prove a discrete analogue of the upper bound on the isotropic constant
for log-concave functions in the simplest case where f is isotropic log-concave .
To do so, we must be able to approximate the integral, mean and covariance
discretely. We obtain the following results; for this, we will need to use the
Keith Ball’s bodies as well as concentration results.

∣∣∣∫
Rd

f −
∑
Zd

f
∣∣∣ = od(1), as σ →∞,

∣∣∣∫
Rd

xf −
∑
k∈Zd

kf (k)
∣∣∣ = Od(1), as σ →∞,

∣∣∣det
(
CovZd (f )

)
− det

(
CovRd (f )

)∣∣∣ = Od(σ2d−2), as σ →∞.

Just for a moment, let’s admit these approximations ...



Introduction and motivation From a Theorem of approximation of entropies to our final result A discrete analogue upper bound on the isotropic constant for log-concave functions Proof ideas for the Theorem of approximation of entropies An open problem/ Work in progress

A discrete analogue upper bound on the isotropic constant for log-concave
functions

Case of isotropic log-concave functions

Proof.

Since p is extensible log-concave, there exists a continuous log-concave
function f (not necessarily a density) such that f (k) = p(k) for all k ∈ Zd and

by assumption f is isotropic. Thus

max
k∈Zd

p(k) ≤ max
x∈Rd

f (x) =
Ld
f

∫
Rd f

σd
≤

Cd

∫
Rd f

σd
,

where Cd is an upper bound of Ld
f .

max
k∈Zd

p(k) ≤
Cd(1 + Od( 1

σ
))

det
(
Cov(p)

) 1
2

+ Od(σd−1)

≤ 4Cd

det
(
Cov(p)

) 1
2

provided that σ is large enough depending on d , using that

Od(σd−1) ≥ − 1
2

det
(
Cov(p)

) 1
2 ' − 1

2
σd . �
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Some tools to approximate the integral, mean and covariance discretely
A lemma using Keith Ball’s bodies

Assume that f : Rd → R is a centered, isotropic, log-concave density:∫
Rd f = 1,

∫
Rd xf = 0 and

∫
Rd x

T xf = σ2Id .

f → Keith Ball’s bodies .

Definition (Keith Ball’s bodies)

For any p > 0, the set Kp(f ) is defined as follows

Kp(f ) :=

{
x ∈ Rd :

∫ ∞
0

prp−1f (rx)dr ≥ f (0)

}
.

This important family of bodies was introduced by Keith Ball, who established
that the set Kp(f ) is a convex body. Moreover, its radial function is

ρKp(f )(x) =
(

1
f (0)

∫∞
0

prp−1f (rx)dr
) 1

p
for x 6= 0.
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Some tools to approximate the integral, mean and covariance discretely
A lemma using Keith Ball’s bodies

Lemma

Let d ≥ 1 be an integer. There exist two constants 0 < C ′d < Cd such that for
any f : Rd → R+ centered, isotropic, log-concave density and for every
θ ∈ Sd−1,

(C ′d)d ≤
∫ ∞

0

drd−1f (rθ)dr ≤ (Cd)d ,

where Cd and C ′d are constants depending only on the dimension d. In fact, we
may take

C ′d =
cd+2

1√
2πe

3
2

and Cd = (d + 1)cd+2
2 max

f
Lf ,

where c1 and c2 will be explicit later.
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Proof of lemma

The function f being isotropic, we have Cov(f ) = σ2Id , for some σ > 0 and∫
f = 1, thus Lf = max(f )

1
d σ.

Note that proving the lemma is equivalent to proving that

C ′dB
d
2 ⊂ f (0)

1
d Kd(f ) ⊂ CdB

d
2 .

Theorem (Kannan-Lovász-Simonovits)

Let K be a centered convex body in Rd and u ∈ Sd−1. Then

hK (u)2

d(d + 2)
≤ 1

|K |

∫
K

〈x , u〉2dx ≤ d

d + 2
hK (u)2.

hKd+1(f )(u)2

d(d + 2)
≤ 1

|Kd+1(f )|

∫
Kd+1(f )

〈x , u〉2dx ≤ d

d + 2
hKd+1(f )(u)2.
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∫
Kd+1(f )

〈x , u〉2dx ≤ d

d + 2
hKd+1(f )(u)2.

Using inclusion relations between Kp(f ) and Kq(f ) and classical inequalities on
Gamma functions : there exist 0 < c1 < c2 such that for any dimension d ≥ 1,
one has

c1Kd+1(f ) ⊂ Kd(f ) ⊂ c2Kd+1(f ) and c1Kd+2(f ) ⊂ Kd+1(f ) ⊂ c2Kd+2(f ).

From integration in polar coordinates: Kd+1(f ) is centered and, for any p ≥ 0
and u ∈ Sd−1, ∫

Kd+p(f )

|〈x , u〉|pdx =
1

f (0)

∫
Rd

|〈x , u〉|pf (x)dx .

∫
Kd+2(f )

|〈x , u〉|2dx =
1

f (0)

∫
Rd

|〈x , u〉|2f (x)dx =
σ2

f (0)
,

cd+2
1

σ2

f (0)
≤
∫
Kd+1(f )

〈x , u〉2dx ≤ cd+2
2

σ2

f (0)
.
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Now, from an inequality of Fradelizi, we have f (0) ≥ e−d max(f ) hence
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≤ f (0)
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d σ =
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) 1
d

Lf ≤ Lf ,

since Lf ≥ L1
Bd
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≥ 1/
√

2πe, we conclude.
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Some tools needed for the approximations of the integral, mean and
covariance discretely

A concentration lemma

As a consequence of the previous lemma, we obtain the following concentration
lemma.

Lemma (Concentration Lemma)

Let cd := 3
1
d Cd . Then, for every log-concave, isotropic, centered density

function f and for every x ∈ Rd such that ‖x‖2 ≥ cd/f (0)
1
d ,

f (x) ≤ f (0)2
−‖x‖2

f (0)
1
d

cd .
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With all these lemmas, the following approximations can be proved:

∣∣∣∫
Rd

f −
∑
Zd

f
∣∣∣ = od(1), as σ →∞,

∣∣∣∫
Rd

xf −
∑
k∈Zd

kf (k)
∣∣∣ = Od(1), as σ →∞,

∣∣∣det
(
CovZd (f )

)
− det

(
CovRd (f )

)∣∣∣ = Od(σ2d−2), as σ →∞.

...so that the discrete analogue upper bound on the isotropic constant for
log-concave functions can be proven.

All these arguments can be generalised to almost isotropic log-concave
distributions.
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Proof ideas for the Theorem of approximation of entropies

Let F (x) = x log 1
x
, x > 0 .

Denote Sn =
∑n

i=1 Xi , U
n =

∑n
i=1 Ui and let fSn+Un be the density of Sn + Un

on the Rd . We have

h(X1 + · · ·+ Xn + U1 + · · ·+ Un)

=
∑

k:‖k‖2≤σ2

∫
k+[0,1)d

F (fSn+Un (x))dx +
∑

k:‖k‖2>σ2

∫
k+[0,1)d

F (fSn+Un (x))dx .

• Second term: Entropy tails→ 0.

• First term ≈ H(Sn), for this we will use the discrete analogue upper bound
on the isotropic constant for log-concave functions.
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An open problem/ Work in progress

For d = 1, our definition of log-concavity is equivalent to the usual definition
p(k)2 ≥ p(k − 1)p(k + 1), k ∈ Z, which is preserved under convolution .

A
related concept to the one of extensible log-concave: a set A ⊂ Zd is said to be
hole free if A = conv(A) ∩ Zd .

Minkowski sum of hole free sets can have a hole (example of Murota)!

x

y
Z2

S1 = {(0, 0), (1, 1)}

S2 = {(0, 1), (1, 0)}

S1 + S2

For d > 1 log-concavity may not be preserved in general, considering two
log-concave distributions supported on S1 and S2 respectively.

Our definition of log-concavity is preserved under self-convolution?
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